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# MeForBio team: <br> Qualitative modelling to study <br> large dynamical biological systems 

1) The object: Gene regulations

Large discrete models to study gene interactions
2) The method: Static analysis

Efficient methods thanks to the Process Hitting framework
3) The result: Applications

The example of gene therapies
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Questions:

- How does $z$ behave?
- Is it possible to make a inactive?
- If I knock-out b. what changes?


## The combinatorial explosion

$\rightarrow$ Problem: easy to understand but hard to study exponential number of states
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| $(10)$ | 1024 |
| :---: | :---: |
| $(20)$ | 1048576 |
| $(100)$ | 1267650600000000000000000000000 |
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[Paulevé et al., Mathematical Structures in Computer Science, 2012]
$\rightarrow$ Directly checking $R$ is hard (exponential)
$\rightarrow$ Rather check approximations $P$ and $Q$ so that: $\underline{P \Rightarrow R \Rightarrow Q}$


Computing $P$ or $Q$ is much simpler (roughly polynomial)
$\rightarrow$ Efficient for big models $\rightarrow$ Hundredths of seconds

Efficient analysis on very large models ○ Studying large models ○ Static analysis
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## Enrichment of PH semantics
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## Necessary condition:

There exists a traversal with no cycle

- objective $\rightarrow$ follow one solution
- solution $\rightarrow$ follow all processes
- process $\rightarrow$ follow all objectives
$Q$ is false $\Rightarrow R$ is false



## Summary \& Conclusion

- What is Bio-informatics?
$\rightarrow$ Qualitative modelling of gene regulations
$\rightarrow$ Large models are hard to study (exponential)
- What do I do?
$\rightarrow$ The Process Hitting modelling
$\rightarrow$ Very efficient on large-scale models (polynomial)
$\rightarrow$ My contribution: reach the expressivity of boolean networks
- What for?
$\rightarrow$ Validating \& utilizing biological models
$\rightarrow$ Gene therapies

Efficient analysis on very large models
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