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ABSTRACT
An extended set of statistical tests, aimed at assessing the quality of the magnetic reconstructions in JET, obtained with the code EFIT using the external magnetic measurements, is described and the results reported in detail. In addition to the traditional analysis of the global distributions of the residuals, to determine to what extent they approximate a Gaussian, more sophisticated autocorrelation tests have been performed. Since EFIT solves a highly nonlinear equation, tests adequate for Multi Input Multi Output (MIMO), non linear systems have been implemented. Not only the reconstruction of the pickup coil signals but also the accuracy of the plasma boundary has been investigated. The results indicate quite clearly that the errors in the reconstruction of the pickup coils are not negligible. The coils, whose residuals present skewed monomodal distributions, are affected by average errors of the order of more than one millitesla and multimodal distributions of the residuals are quite common. Also the correlation of the residuals is typically outside the 95% limits for a good model in typically more that 70% of the cases. With regard to the plasma boundary, the errors in the distances of the plasma from the wall are typically of the order of 1 cm and also in this case the autocorrelations of the residuals are well outside the 95% confidence interval for random residuals. A detailed analysis of the correlations indicates that the main reasons for the imperfections in the reconstruction do not seem to reside in the measurements and therefore that improvements are to be expected more by refinements in the used equilibrium code EFIT.

1. INTRODUCTION
In Magnetic Confinement Nuclear Fusion (MCNF), the accurate determination of the magnetic topology is essential for both the operation of the devices and the scientific exploitation of the results. The plasma boundary, for example, is a fundamental aspect of any control strategy. The position of the strikes points in the divertor and the clearance from the wall have a strong relevance for machine protection. Other geometrical factors, such as elongation and triangularity, have also a very significant impact on performances [1]. The internal configuration of the magnetic fields is also becoming every day more important for the scientific interpretation of the results. For example the current profile is of crucial relevance for the advanced and the hybrid scenarios. Another very important issue, which is often underestimated, is the fact that the configuration of the magnetic fields is preliminary information which is required to interpret the measurements of many other diagnostics.

On the other hand, notwithstanding the importance of the magnetic topology, no principled technique is available to validate the quality of the reconstructions and to compare the results of various alternative codes. In this paper the results obtained with the analysis of the residuals, the difference between the actual measurements and the values recalculated on the basis of the reconstructed equilibrium, are reported. Traditionally only the cumulative distribution of the residuals over a certain set of discharges is analysed to qualify the quality of the reconstruction codes. Even if this investigation is quite informative, and has been also included as a preliminary step in the
present study, it is far from sufficient not only to interpret the results but also to really quantify the accuracy of the reconstruction. Indeed, for example, from the simple overall distribution of the residuals, it is not possible to determine whether a multimodal distribution is really due to the poor quality of the model or to different Gaussian errors in different sets of experiments (each one producing a Gaussian distribution of the residuals but with its proper error means). Therefore a more sophisticated analysis is required to really assess the quality of the reconstructions and to get insight in the sources of their inadequacies.

The main idea behind the technique developed in this paper is the consideration that, if the reconstruction of the magnetic fields was perfect and the noise additive, the residuals should simply consist of the noise. Therefore, in the case of additive white noise, the residuals should present the statistical distribution typical of white noise. If the statistical distribution of the residuals is not typical of white noise, within a certain confidence interval, the reconstruction cannot be considered correct and should be improved. The aim of these so called global tests is to determine the quality of the entire reconstruction. On the other hand they do not give any indication about what is wrong with the reconstruction, the equilibrium model or the measurements. To obtain guidance, about which aspects of the reconstruction are not adequate and should be improved, so called local tests can be performed. They consist of computing the correlation between the residuals and the inputs to and the outputs of the equilibrium model.

The aforementioned main ideas can be formulated in rigorous mathematical terms, as described in detail in section 2, in which also a numerical example is provided to illustrate the main features of the proposed approach; but an important point to notice is that these techniques have been originally devised for application in the field of feedback control. In particular, the identification of the weaknesses of the models are based on the cross correlation between the residuals and the inputs and the outputs of the systems. In this context, the models are considered representations of MIMO systems and the response to input stimuli is in principle necessary to apply the validation techniques. In this paper the same methods are developed and applied for the first time to a magnetic field reconstruction model, which describes the plasma equilibrium but for which it is not easy to determine the response to specific stimuli. A very important result is that the validation techniques can be refined to provide very interesting results also when applied to models of inaccessible dynamical systems. In particular, they do not only give indications about the quality of the model but can also shed some light on the aspects which require to be improved.

To investigate the potential of the developed validation techniques, they have been applied to the main code used at JET for the magnetic reconstruction: EFIT [2]. This code solves the Grad Shafranov equation and is briefly described in section 3. As far as the quality of the plasma boundary determination is concerned, the reference for the benchmarking is the code XLOC [3], which has been used since many years in the day to day operation of JET and is also described in section 3. The diagnostics providing the inputs to EFIT are described in section 4. The detailed residual distributions and a preliminary analysis of the results are summarized in section 5. The results of
the validation technique based on the correlation analysis of the residuals are reported in section 6. Conclusions about the most likely causes of the detected inadequacies of the reconstruction and the lines of future research are the subject of the last section of the paper.

2. THE MODEL VALIDATION APPROACH BASED ON RESIDUAL CORRELATIONS

The approach of the residual autocorrelations to model validation, described in intuitive terms in the previous section, can be formulated as a statistical hypothesis testing problem [4,5,6,7]. For the sake of clarity, the validation technique can be conceptually reduced to two main steps. The first one consists of formulating a parameter free statistics in such a way that the statistical distribution of the statistic variable is known if the hypothesis to be tested is valid. The second step defines the domain, in which the variable has to fall in order for the null hypothesis to be rejected. In our case, the null hypothesis to test is that the model is not adequate and therefore that the residuals are not random. It is therefore reasonable to assume the typical 95% confidence interval for normally distributed variables as the condition to reject the null hypothesis. Given our interpretation, that the residuals should be randomly distributed, if the model perfectly captures the phenomenon under study, the approach looks reasonable.

From an experimental point of view, the most delicate problem is of course the definition of the parameter free statistics. In case of linear systems, it can be demonstrated that the autocorrelation function of the residuals and the cross correlations between the inputs and the residuals provide valid tests. Consider a general multi-input and multi-output (MIMO) discrete time model representation:

\[
y(t) = f(y(t-1), x(t-1), \varepsilon(t-1)) + \varepsilon(t)
\]

(1)

where \( t \) \((t = 1, 2, \ldots)\) is a time index and \( \hat{y}(t) \), \( \hat{x}(t) \) and \( \hat{e}(t) \) denote, respectively, the dependent variable, independent variable and residual vectors. \( \hat{f}(\cdot) \) is a vector linear or non-linear function:

\[
\hat{y}(t) = (y_1(t), \ldots, y_q(t))^T
\]

\[
\hat{x}(t) = (x_1(t), \ldots, x_r(t))^T
\]

\[
\hat{e}(t) = (e_1(t), \ldots, e_q(t))^T
\]

\[
\hat{f}(t) = (f_1, \ldots, f_q)^T
\]

(2)

where \( q \) is the number of dependent variables and \( r \) is the number of independent variables.

For a MIMO linear model, the global tests for autocorrelations among all the submodel residuals and cross-correlations among all the inputs and submodel residuals can be written as:

\[
\phi_{\xi\xi}(\tau) = E[\hat{\xi}(\tau)\hat{\xi}(t + \tau)]
\]

(3)

\[
\phi_{\theta\xi}(\tau) = E[\hat{\theta}(\tau)\hat{\xi}(t + \tau)]
\]

(4)
where:

\[ \xi(t) = \epsilon_1(t) + \ldots + \epsilon_q(t) \]  
\[ \vartheta(t) = u_1(t) + \ldots + u_q(t) \]

In the previous relations \( E \) is the operator indicating the expectation (average) operation. In relation (6), the \( u_i \) indicate the inputs to the model. In practice the functions above are replaced by normalized correlation functions, computed over a finite record length and, assuming ergodicity, defined as:

\[ \varphi_{\xi\xi}(\tau) = \frac{\sum_{i=1}^{N} \xi_{\text{norm}}(t) \xi_{\text{norm}}(t + \tau)}{\left(\sum_{i=1}^{N} (\xi_{\text{norm}}(t))^2\right)^{1/2}} \]

\[ \varphi_{\vartheta\xi}(\tau) = \frac{\sum_{i=1}^{N} \vartheta_{\text{norm}}(t) \xi_{\text{norm}}(t + \tau)}{\left(\sum_{i=1}^{N} (\vartheta_{\text{norm}}(t))^2 \cdot \sum_{i=1}^{N} (\xi_{\text{norm}}(t))^2\right)^{1/2}} \]

where \( N \) is the number of the data samples and the normalization implies that the average of the various quantities are subtracted. Under the null hypothesis that the model is valid, and the usual assumptions that the noise is additive and of white spectrum, the previous quantities should assume the values:

\[ \varphi_{\xi\xi}(\tau) = \begin{cases} 1, & \tau = 0 \\ 0, & \text{otherwise} \end{cases} \]

\[ \varphi_{\vartheta\xi}(\tau) = 0, \forall \tau \]

For \( N \) sufficiently large, the estimates of the correlation functions in (7) and (8) are asymptotically normal with zero mean and finite variance and therefore the 95% confidence interval is approximately \( 1.96/\sqrt{N} \). If the correlations in (7) and (8) remain within this 95% confidence interval, then it is reasonable to consider the model adequate, at least for the noise level of the measurements. On the other hand, if the correlations exceed this value, the model is to be considered somehow defective and a series of tests can be performed to identify the main reason for the weakness.

To isolate inadequacies in individual parts of the model under the following correlation matrices have to be calculated:

\[ \Phi_{\epsilon\epsilon}(\tau) = E \left[ \epsilon(t) \epsilon^T(t + \tau) \right] = \begin{bmatrix} \phi_{\epsilon_1\epsilon_1}(\tau) & \ldots & \phi_{\epsilon_1\epsilon_q}(\tau) \\ \ldots & \ldots & \ldots \\ \phi_{\epsilon_q\epsilon_1}(\tau) & \ldots & \phi_{\epsilon_q\epsilon_q}(\tau) \end{bmatrix} \]
\[
\Phi_{\text{w}e}(\tau) = E \left[ \varepsilon(\tau) \varepsilon^T(\tau + \tau) \right] = \begin{bmatrix}
\phi_{u_1 e_1}(\tau) & \ldots & \phi_{u_1 e_q}(\tau) \\
\vdots & \ddots & \vdots \\
\phi_{u_q e_1}(\tau) & \ldots & \phi_{u_q e_q}(\tau)
\end{bmatrix}
\]

where
\[
\varepsilon(t) = \begin{bmatrix}
\varepsilon_1(t) \\
\vdots \\
\varepsilon_q(t)
\end{bmatrix}^T
\]
\[
u(t) = \begin{bmatrix}
u_1(t) \\
\vdots \\
u_r(t)
\end{bmatrix}^T
\]

If the MIMO model is valid then:
\[
\phi_{\xi \xi}(\tau) = \begin{cases}
I_{q \times q}, & \tau = 0 \\
0_{q \times q}, & \text{otherwise}
\end{cases}
\]
\[
\phi_{u \xi}(\tau) = 0_{r \times q}, \forall \tau
\]

where \(I_{q \times q}\) is an identity matrix, \(0_{q \times q}\) and \(0_{r \times q}\) are zero matrices. Of course if the values of the various elements of these matrixes are outside the 95% confidence interval, this indicates an inadequacy in the model probably due to the quantities involved in the corresponding cross-correlation.

Unfortunately, these tests are not adequate for nonlinear systems. The Grad-Shafranov equation is non linear and, if it is considered that the equilibrium reconstruction is based on many measurements and the output is the entire magnetic topology, the problem can be considered as an example of a non-linear MIMO system in the language of control theory.

A complementary and adequate set of tests for a nonlinear, MIMO system is provided by the higher order correlations between the residual and input vectors given by the following two relations:

\[
\phi_{\xi \eta}(\tau) = E \left[ \xi(\tau)\eta(t + \tau) \right]
\]
\[
\phi_{u \eta}(\tau) = E \left[ u(\tau)\eta(t + \tau) \right]
\]

where \(\varepsilon(\tau)\) is the residual vector, \(\eta(\tau)\) the vector of the outputs time their residuals and \(\vartheta(\tau)\) the inputs vector. So these vectors can be calculated as:

\[
\xi(t) = \varepsilon_1^2(t) + \ldots + \varepsilon_q^2(t)
\]
\[
\eta(t) = y_1(t) \varepsilon_1(t) + \ldots + y_q(t) \varepsilon_q(t)
\]
\[
\vartheta(t) = u_1^2(t) + \ldots + u_r^2(t)
\]
If the non linear model is an adequate representation of the system, in the ideal case, equations (16) and (17) should give:

\[
\phi_{\xi\eta}(\tau) = \begin{cases} 
k & \tau = 0 \\
0 & \text{otherwise} \end{cases}
\]  
(21)

\[
\phi_{\partial\eta}(\tau) = 0, \forall \tau
\]  
(22)

where \( k \) is a constant, equal to:

\[
k = \frac{\left( \sum_{i=1}^{N} (\xi_{\text{norm}}(t))^2 \right)^{1/2}}{\left( \sum_{i=1}^{N} (\eta_{\text{norm}}(t))^2 \right)^{1/2}}
\]  
(23)

Confidence interval of the values given by the equations (21) and (22), then it is reasonable to consider the model adequate. On the contrary, if the correlations exceed this value, the model is to be considered somehow defective and a series of tests can be performed to identify the main reason for the weakness. These are called local tests and consist of calculating the cross correlation between submodel residuals, outputs and inputs to give:

\[
\Phi_{\varepsilon^2,\eta}(\tau) = \mathbb{E}\left[\varepsilon^2(\tau)\eta^T(t + \tau)\right] = \begin{bmatrix} \phi_{\varepsilon^2,\eta_1}(\tau) & \cdots & \phi_{\varepsilon^2,\eta_q}(\tau) \\ \vdots & \ddots & \vdots \\ \phi_{\varepsilon^2,\eta_1}(\tau) & \cdots & \phi_{\varepsilon^2,\eta_q}(\tau) \end{bmatrix}
\]  
(24)

\[
\Phi_{u^2,\eta}(\tau) = \mathbb{E}\left[u^2(\tau)\eta^T(t + \tau)\right] = \begin{bmatrix} \phi_{u^2,\eta_1}(\tau) & \cdots & \phi_{u^2,\eta_q}(\tau) \\ \vdots & \ddots & \vdots \\ \phi_{u^2,\eta_1}(\tau) & \cdots & \phi_{u^2,\eta_q}(\tau) \end{bmatrix}
\]  
(25)

where \( \varepsilon^2(t), \eta^2(t), u^2(t) \) are, respectively, the squared residual, the residual and output product and the squared input vectors.

If the model is valid, then replacing the entries in the previous equations by normalized correlation functions yields:

\[
\Phi_{\varepsilon^2,\eta}(\tau) = \begin{cases} 
k_{q\times q} & \tau = 0 \\
0 & \text{otherwise} \end{cases}
\]  
(26)

\[
\Phi_{u^2,\eta}(\tau) = 0_{r\times q}
\]  
(27)

where \( 0_{q\times q} \) and \( 0_{r\times q} \) are zero matrices and \( k_{q\times q} \) is a diagonal matrix with constant elements:

\[
k_{ii} = \frac{\left( \sum_{t=1}^{N} (\varepsilon_{\text{norm},i}^2(t))^2 \right)^{1/2}}{\left( \sum_{t=1}^{N} (\eta_{\text{norm},i}^2(t))^2 \right)^{1/2}}
\]  
(28)
Relations (26) and (27) allow therefore determining which are the incorrect submodels.

To summarize, with the global tests it is possible to assess the validity of the developed models. If the model is not valid within the required confidence interval, the local tests can be used to identify which of the submodels are the probable cause of the inadequacies.

To illustrate the potential of the approach, in the following the described technique is applied to the case of the nonlinear pendulum. The equation of motion for the damped, driven pendulum can be written as:

\[ y'' + \gamma y' + f(y) = g(t) \tag{29} \]

where the various terms on the left represent acceleration, damping, and gravitation, while the term on the right is the driving force. Primes indicate derivatives with respect to time. Given appropriate initial conditions, equation (29) has been numerically integrated with a Runge-Kutta algorithm so to obtain a corresponding trajectory \( y(t) \).

As an example, we have considered the following equation:

\[ y'' + y' + a \cdot \sin(y) = b \cdot \sin(\pi \cdot t) \tag{30} \]

with \( \gamma = 0.01 \), \( b = 0.008 \) and \( a = 0.196 \).

To deal with a realistic situation, the signal is corrupted with an additive white noise \( n(t) \) of 5\% of the signal amplitude:

\[ y_{\text{noise}}(t) \rightarrow y(t) + n(t) \tag{31} \]

Since the pendulum is a non-linear equation, to validate the developed model both the linear and the non-linear correlation tests have been performed. For brevity sake, only the results of the non-linear tests are reported in the following figures. The inputs of the model are considered to be the different terms of the equation, and the output is the solution \( y \) of the equation. Consequently, the residuals are the difference between the solution of the differential equation model and the original signal with noise.

In figure 1.a, the pendulum equation solution with (red line) and without (black line) the additive white noise is reported. In figures 1.b and 1.c, results of correlation tests performed for the signal with noise are reported, indicating that this signal actually follows the original signal.

To check the capabilities of the correlation tests to validate a model, some errors have been introduced in the model. Starting with the pendulum equation, described by relation (30), a wrong model \( y_{\text{wrong}}(t) \) has been generated. In particular the constant of the torque term \( b \cdot \sin(\pi \cdot t) \) has been set to the wrong value \( b = 0.12 \). Then the non-linear correlation tests of the residuals have been performed to determine to what extent they are capable not only to determine that the model is not adequate but also to identify the source of the errors.

The plots of the original noisy model and of the wrong one are shown in figure 2.b. In this case,
the autocorrelation of the residuals, between the two signals \((\varepsilon(t) = y_{\text{noise}}(t) - y_{\text{wrong}}(t))\), is not a white noise, as can be seen in figure 2.b, which represents the correlation between the squared residuals and the residuals and outputs product, and in figure 2.c, which shows the correlation between the squared residuals and the squared inputs (see definitions (24) and (25)).

Given the results obtained with the non linear global tests, the non linear local tests have been performed to determine which submodels are incorrect in the full wave propagation code.

In figures 3.a, 3.b and 3.c, the results of the non-linear local correlations on the different terms of the equation, considered as the inputs of the model, are reported. It can be noted that these correlation tests have points outside the confidence interval for several terms of the equation, which is due to the mutual influence between the different terms. However, given these results, it is possible to conclude that the fault is more likely to reside in the torque term, as this term leads to poorer correlation results.

3. OVERVIEW OF THE RECONSTRUCTION CODE TESTED AND THE REFERENCE CODE FOR THE BOUNDARY

The reconstruction of the plasma equilibrium in a Tokamak is a free boundary problem in which the plasma boundary is defined as the last closed magnetic flux surface. Inside the plasma, the equation expressing the equilibrium between the magnetic and the kinetic pressures in an axisymmetric configuration is called the Grad-Shafranov equation. This equation is derived from the combination of the magnetostatic Maxwell’s equations which are satisfied in the whole of space in presence of a magnetic field and the equilibrium of the plasma itself which occurs when the kinetic pressure is equal to the Lorentz force of the magnetic pressure.

The Grad-Shafranov equation is typically presented in the following form:

\[
- \Delta^* \psi = r p'(\psi) + \frac{1}{\mu_0 r} \left( f f' \right)(\psi)
\]  

(32)

in which \(\mu_0\) is the magnetic permeability of the vacuum, \(\psi(r,z)\) is the poloidal flux, \(p(\psi)\) is the plasma pressure, \(f(\psi)\) the diamagnetic function and prime indicates derivative with respect to radial coordinate \((r)\). \(\Delta^*\) is the linear elliptic operator defined as:

\[
- \Delta^* \psi = \frac{\partial}{\partial r} \left( \frac{1}{\mu r} \frac{\partial}{\partial r} \right) + \frac{\partial}{\partial z} \left( \frac{1}{\mu r} \frac{\partial}{\partial z} \right)
\]

(33)

The function \(f(\psi)\), on the right of equation (32), is not directly measured.

In JET the main equilibrium code is EFIT, which is the one used to obtain the reconstructions of the magnetic fields discussed in this paper. The main aspects of the implementation are therefore described in section 3.2. Previously, in section 3.1, a brief description of the code XLOC for the determination of the boundary is provided, not only as an introduction but also because it is the code providing the reference measurements for the last closed magnetic surface also used to test the quality of EFIT.
3.1. XLOC

XLOC was originally introduced on JET in order to provide a fast and accurate determination of the plasma boundary in the neighbourhood of the X-point. This method has been extended to cover the whole plasma boundary and is now used for arbitrary plasma configurations. It is used routinely for plasma shape real-time control. Based on this code the main parameters of JET boundary, like the strike points position and the distance from the wall, are determined in less than 1ms. Nowadays, after an extensive use and benchmarking with other diagnostics, XLOC provides the most reliable and precise determination of the plasma boundary. On the other hand, with this algorithm it is not possible to compute the internal magnetic flux configuration.

At the basis of the calculation are 6th order expansions of the poloidal flux in five sections of the poloidal cross section of the machine: at the top, bottom, inboard, upper and lower outboard parts of the vessel. The expansions are expressed mathematically by the relation:

$$\sum_{i=0}^{6} \sum_{j=0}^{i+j \leq 6} a_{ij} \rho^i z^j$$

where \( \rho = \sqrt{R^2 - R_0^2} \), \( z = Z - Z_0 \), with \( R \) the radial coordinate, \( Z \) the vertical coordinate, and \( (R_0, Z_0) \) the centre of the expansion. The variable \( \rho \) rather than \( R - R_0 \) is chosen because of the symmetry of the Grad-Shafranov equation about the major axis of the torus \( (R = 0) \). The coefficients \( a_{ij} \) are determined by imposing the vacuum equation:

$$-\Delta^* \psi = 0$$

$$\Delta^* = \frac{\partial}{\partial r} \left( \frac{1}{\mu_r} \frac{\partial}{\partial r} \right) + \frac{\partial}{\partial z} \left( \frac{1}{\mu_r} \frac{\partial}{\partial z} \right)$$

and by fitting to the local flux and magnetic field measurements. In addition, the five expansions are constrained to match at chosen points around the vessel.

Having imposed the vacuum equation, each expansion is left with 13 independent coefficients to be determined, leading to a total number of 65 coefficients for the five expansions. The flux and magnetic field can be written in terms of these coefficients as:

$$\psi^\alpha_c (\rho, z) = \sum_{i=1}^{13} \psi^\alpha_i (\rho, z) C^\alpha_i \quad \alpha = 1 \ldots 5$$

$$B^\alpha_c (\rho, z) = \sum_{i=1}^{13} B^\alpha_i (\rho, z) C^\alpha_i$$

where \( B_c \) refers to the component of \( B \) in the direction of the measuring coil. If no constraints on the matching between the expansions are used, each fit is independent, giving raise to five least squares calculations from the minimization of
with respect to the $C_i^\alpha$, where $(\psi_m, B_m)$ and $(\psi_c, B_c)$ are the measured and calculated values of the flux and field at the measuring points $(R_j, Z_j)$. The weighting factor $w_j^\alpha$ describes the expected accuracy of the measurements. The five fits can be written as:

$$\chi^2_\alpha = \frac{1}{2} \sum_{\text{Flux loops}} w_j^\alpha (\psi_m^\alpha(j) - \psi_c^\alpha(j))^2$$

$$\sum_{\text{Coils}} w_j^\alpha (B_m^\alpha(j) - B_c^\alpha(j))^2$$

(36)

for $\alpha = 0$.

The weighting factor $w_j^\alpha$ describes the expected accuracy of the measurements. The five fits can be written as:

$$X^2 = \frac{1}{2} \sum_{j=1}^{N_m} w_j (m_j - \sum_{i=1}^{65} d_{ij} C_i \psi_i)^2$$

(37)

where $m_j$ are the measurements $d_{ij} \equiv \psi_i^\alpha (p_j, z_j)$, etc. For each $j$, only 13 of the $d_{ij}$ are non-zero. Each physical measurement may occur in more than one expansion, so the $m_j$ are not necessarily distinct. Thus after some pre-calculation, a matrix $P$ can be obtained such that: $\zeta = P m$ where $\zeta$ is the vector of coefficients $c_i$ and $m$ is the vector of measurements.

The location of any X-points are found using the 28 $a_i$ calculated from the 13 $c_i$ coefficients in the region of interest, by solving

$$\frac{\partial \psi}{\partial \rho} = 0 \text{ and } \frac{\partial \psi}{\partial z} = 0$$

(38)

using a Newton-Raphson technique with the initial guess

$$\bar{\rho} = \frac{2a_2a_6 - a_5a_3}{a_5^2 - 4a_4a_6}, \quad \bar{z} = \frac{2a_3a_4 - a_2a_5}{a_5^2 - 4a_4a_6}$$

(39)

Typically 3 to 5 iterations are needed to converge to an accuracy of $10^{-6}$ in $\bar{\rho}$ and $\bar{z}$.

The value of the flux at the plasma boundary is then found by comparing the flux at the X-points with the flux at the 121 limiter points (points inside the private region of the X-points are ignored): the minimum $\psi$ is taken as the value on the boundary of the plasma ($I_{\text{plasma}} < 0$).

$$\psi_{\text{bound}} = \min(\psi_{XP}, \psi_{\text{lim}})$$

(40)

### 3.2. EFIT

EFIT (Equilibrium Fitting) is a computer code developed to obtain the topology of the plasma internal magnetic fields and the boundary on the basis of the available magnetic measurements. The measurements used as inputs by EFIT are obtained from diagnostics such as external magnetic probes, external poloidal flux loops, and, most recently, the Faraday rotation and the Motional Stark Effect (MSE). The Grad-Shafranov equilibrium equation, which describes the pressure balance in a plasma, is solved using the available measurements as constraints on the toroidal current density.
Since the current also depends on the solution of the equation, the poloidal flux function, this is a nonlinear optimization problem.

The equilibrium of a plasma in a domain $\Omega$ representing the vacuum region is a free boundary problem. The plasma free boundary is defined at JET as being a magnetic separatrix (hyperbolic line with an X-point $X$) the region $\Omega_p$ containing the plasma is defined as:

$$\Omega_p = \{ x \in \Omega, \psi(x) \geq \psi_b \}$$  \hspace{1cm} (41)

where $\psi_b = \psi(X)$ in the X point configuration. Assuming Dirichlet boundary conditions, $h$, are given on $\Gamma = \partial \Omega$, which is the poloidal cross section of the vacuum vessel, the final equations governing the behaviour of $\psi(r,z)$ inside the vacuum vessel are:

$$\begin{cases} 
- \nabla \cdot \psi = \left[ \frac{r}{R_0} A(\psi) + \frac{R_0}{r} B(\psi) \right] \chi \quad \text{in} \quad \Omega_p \\
\psi = h \quad \text{on} \quad \Gamma
\end{cases}$$  \hspace{1cm} (42)

with:

$$A(\psi) = R_0 \rho' (\psi) \quad \text{and} \quad B(\psi) = \frac{1}{\mu_0 R_0} \left( f' \right)(\psi)$$  \hspace{1cm} (43)

where the normalized flux is introduced so that $A$ and $B$ are defined on the interval $[0,1]$:

$$\psi = \frac{\psi - \max \psi}{\Omega_p}, \quad \bar{\psi} = \frac{\psi_b - \max \psi}{\Omega_p}$$  \hspace{1cm} (44)

and $\chi_{\Omega_p}$ is the characteristic function of $\Omega_p$.

By means of least-square minimization of the difference between the measurements and the ones derived from the reconstructed field topology, the code identifies the source term of the nonlinear Grad-Shafranov equation. The experimental measurements that constitute the input to the identification can be the magnetics on the vacuum vessel, the polarimetric measurements on several chords and the motional Stark effect measurements. For the magnetic measurements the flux loops give the poloidal flux on particular nodes $M_i$ such that $\psi(M_i) = h_i$ on $\Gamma$. The problem is thus resumed to find a solution that minimizes the cost function defined as:

$$J(\psi) = J_0 + K_1 J_1 + K_2 J_2 + K_3 J_3 + J_\varepsilon$$  \hspace{1cm} (45)

with:

$$J_0 = \sum_i \left( \frac{1}{r} \frac{\partial \psi}{\partial n} (N_i) - g_i \right)^2$$

$$J_1 = \sum_i \left( n_e \frac{\partial \psi}{\partial n} - d \alpha_i \right)^2$$

$$J_2 = \sum_i \left( n_e d \beta_i \right)^2$$

$$J_3 = \sum_i \left( \text{mse}_i - \gamma_i \right)^2$$  \hspace{1cm} (46)
where $g_i$, $\alpha_i$ and $\beta_i$ are respectively the measurements of the magnetic poloidal field, the Faraday rotation and the line integrated density along the chords $C_i$. The weighting parameters $K_1$ to $K_2$ enable to give more or less importance to the corresponding experimental measurements. MSE is the reconstructed measurement.

To obtain the results presented in this paper, only magnetic measurements have been used as inputs to EFIT.

### 4. BRIEF DESCRIPTION OF THE DIAGNOSTICS USED BY THE RECONSTRUCTION CODES AND OF THE ANALYSED DATABASE

The main diagnostics used for the tomographic reconstructions reported in this paper are pickup coils measuring local magnetic field. A pickup coil is a small cross-section, multiple-turn coils of wire, used to measure the component of the local magnetic field perpendicular to the plane of the coil. The output voltage is proportional to the time derivative of the average magnetic flux linked with the windings. There are several pickup coils subsystems at JET placed in different poloidal and toroidal positions. Each system is classified according to the position as shown in figure 4. The 135 coils placed inside the in vacuum vessel wall are located in 18 different poloidal positions at 8 toroidal angles. Two different sets of divertor coils for a total amount of 72 coils, are located in the diverter region. Finally, there are 3 inner coils placed in the inner region outboard the plasma, 56 outer poloidal limiter coils in the region on the vessel outboard the plasma and 27 upper coils fitted in the upper part of the vessel. The results reported in this paper have been obtained by EFIT and XLOC, using a part of all pickup coils available, located in the same poloidal cross section. The names of the coils used in this work are listed in table 2.

To assess the impact of the errors on the reconstruction of the coil signals, a similar analysis has been performed for some global geometrical parameters. The aim of this second study is to determine the effects of the inadequacies of the equilibrium code on the determination of global basic quantities such as the plasma shape. The code XLOC expresses the distance between the last closed magnetic surface and the wall in terms of discrete distances at specific poloidal positions called gaps. Some of these gaps have been analysed and are listed in table 1. The location of the coils and gaps used in this work is reported in figures 5.a and 5.b.

The analysis of the results has been performed using a validated database of 121 JET discharges. This set of shots is quite representative of the entire JET operational space and includes advanced scenarios and hybrid discharges. The pickup coils data consisted of samples of 900 points, while the geometrical parameters data consisted of samples of between 1000 and 6500 points, depending of the discharges, with a mean of 3300 points.

### 5. VALIDATION OF THE EQUILIBRIUM CODES: OVERVIEW

#### 5.1. INTRODUCTION TO THE VALIDATION TESTS

As already mentioned, two main types of signals have been used in this work:
• The magnetic field measurements, which are obtained by the pickup coils placed around the Tokamak. These coils provide the measurements, while the EFIT code provides the model results.

• The parameters describing the plasma shape, which are deduced from the magnetic measurements. The traditional code for computing these parameters is XLOC, known to be quite accurate, and considered here as a reference, while the EFIT code is seen as the model to be tested. Indeed XLOC has been used for many years for the control of the plasma last close magnetic surface and has been validated with non magnetic diagnostics such as cameras. In terms of validation, the two models to be analysed are schematized in figures 6 and 7.

5.2. RESULTS OF THE COMPLETE ERROR DISTRIBUTIONS

First of all, to provide a general overview of the results, the measured magnetic signals have been compared to the computed results of EFIT for the 121 selected shots. The cumulative distributions of the differences between the measurements and the EFIT reconstruction of the coil signals have been plotted for each coil (using the data of all shots), in order to understand where the errors are more severe. Ideally, if the reconstruction was really accurate, the error distributions should consist of, for each coils, Gaussian curves centred in zero.

However, the results show that the error distributions do not present the shape of Gaussian curves. Typically they are asymmetric and, furthermore, their mean is, in most cases, quite different from zero. Finally, two different kinds of shapes have been found: monomodal error distributions, that show only one main peak, and multimodal error distributions that show several peaks (usually two). Figures 8.a and 8.b show two examples of both distributions, and table 2 summarises the results of this error distribution analysis. After performing this study, it is clear that there are much more coils with a multimodal error shape than coils with a monomodal error shape. Furthermore, the highest densities of the absolute errors are generally of about 1 militesla. Figures 8.c and 8.d show the relative error distributions, expressed in percentage of the value measured by the coils. These distributions differ from the absolute ones but they present qualitatively the same shape type (monomodal or multimodal).

The reconstructions of coils with monomodal distributions of the residuals could at first sight be considered more accurate than the coils with multimodal error distributions. In reality, the situation is much more complex and the results cannot be properly interpreted on the basis of a simple analysis of the overall residual distributions. For example it turns out that coils with cumulative monomodal error types can hide multimodal error distributions on individual shots. On the contrary, multimodal distributions of the residuals can be due to different types of discharges, each one with a monomodal error distribution but with a different mean. Therefore, to really quantify the quality of the reconstruction code, a more involved analysis is required. The approach adopted is the one of the autocorrelation functions of the residuals, as described in the next subsections.

Again to provide a general overview of the results, the same global analysis of the residuals
distributions has been performed for the geometrical parameters calculated by EFIT, considering the results of the XLOC code as the reference values. The study of the residuals (i.e. the difference between EFIT and XLOC estimates) leads to the results of tables 3 and 4. Some visual examples of absolute errors are reported in figures 8.e and 8.f, and examples of relative errors are reported in figures 8.g and 8.h. Once again, seven gaps show a multimodal error shape while only three of them show a monomodal error shape. The average errors are around 1 centimetre, and are generally under 1.5 centimetres, which means that the EFIT reconstruction of the gaps is globally rather accurate, particularly if one considers the fact that the reference estimates of the gaps, provided by XLOC, can also be affected by some errors.

To better appreciate and summarise the analysis of this section, the results have been represented graphically in figures 9.a and 9.b, where the error distribution types of the coils and the gaps are reported.

In order to ensure that the error in the coils reconstruction is not due to problems with the compensation of the toroidal field pick-up, a specific analysis has been performed to clarify this point. No indication of any major problem with this compensation has been found. For example no dependency has been detected between the value of the toroidal field and the errors in the coil reconstruction.

5.3. Preliminary visual analysis of the correlation tests

The most direct and natural way to check the first correlation results is visual analysis. The resulting correlation functions have been plotted for independent shots and compared to the confidence intervals, in two different ways depending on their type:

- The results of the global correlation functions have been plotted versus time reporting the confidence limits directly on the figures.
- Local correlation function matrices have been plotted showing the results of the correlations between the different inputs of the local tests, using a colour scale in order to differentiate the terms inside and outside the confidence boundaries.

5.3.1. Linear global tests

Linear global tests consist of computing the correlation functions defined in equations (7) and (8). These functions are the auto-correlation, involving only the residuals of the model ($\phi_{\text{xx}}$), and the cross-correlation, involving both the residuals of the model and the experimental measurements ($\phi_{\text{xx}}$). These correlations take into account all the significant coils, for all the time steps available for the considered pulse.

Some examples of the linear global correlations are shown figures 10.a to 10.d. Although the different pulses present correlations of different shapes, almost all of them are outside the confidence limits. The example of figure 10.d is an exception which illustrates the importance of the statistical analysis, because the results of individual shots or coils can easily be very misleading.
5.3.2. Linear local tests
Performing local tests is then needed in order to find the origin of the defective parts of the model. In the case of plasmas, the objective consists of finding whether there is evidence of systematic errors in the coil measurements. To this end, the correlations between the coils have been calculated. The results for any pulse are then the two $\Phi_{ee}$ and $\Phi_{ae}$ matrices, where each term is a function related to a pair of coils, quantifying their correlation, as defined in (10) and (11).
In order to perform a visual analysis, plots have been created from these matrix terms. A colour scale has been chosen in order to easily understand the different values obtained. The colour pixels represent the different absolute values of the matrix terms:

- The green to cyan shades are the values below the confidence boundaries,
- The orange to red shades are the values above the confidence limits,
- The white pixels are the terms equal to 1.

The white dots around the matrices are visual reference points, placed every ten values. Figures 11.a and 11.b are examples of two time steps of linear local correlations for one pulse. The diagonal of ones in the first time step matrix is intrinsic to the correlation method, and is predicted by (14).

Different lines of mostly-correlated or mostly-uncorrelated coils clearly appear, showing that on certain shots, the reconstruction provides more accurate results for certain coils than others. On the other hand, the values of the cross correlations between coils change significantly not only between shots but even during different phases of the same shot. Therefore there is no clear indication of systematic errors emerging from this analysis. In any case, the general trend is for the autocorrelations of the residuals to be outside the 95% confidence limits, suggesting problems with the code EFIT.

5.3.3. Non-linear global tests
Non-linear global correlation tests use the same correlation formula as the linear correlations, but different inputs, as described in (16) and (17). The non-linear $q_{\xi \eta}$ correlation involves the residuals and the output values of the model, and $q_{\varphi \eta}$ correlation involves the residuals, the computed results of the model, and the measurements. Figures 12.a and 12.b are examples of non-linear global correlations.

5.3.4. Non-linear local tests
Non-linear local tests consist of the same tests as the linear local tests, but using inputs related to non-linear tests. The results are the two correlation matrices $\Phi_{e \xi \eta}$ and $\Phi_{u \xi \eta}$ given by (24) and (25). Examples of two different time steps are given in figures 13.a and 13.b.

The same remarks than for linear local tests can be formulated: some high- and low-correlation lines appear, denoting clearly that some coils are more accurate than others. Again no regular pattern in the cross correlation of the residuals has been found and therefore the lack of evidence of systematic errors in the coils is confirmed. In general, as for linear local correlations, the matrices
show clearly that the autocorrelation of the residuals are outside the 95 % limits, falsifying the hypothesis of a good reconstruction.

6. DETAILED LOCAL ANALYSIS OF THE CORRELATIONS
The more quantitative analysis presented in this section consists of computing all the linear and non-linear correlations described previously from all the data available, and then counting the points outside the confidence intervals, in all local matrices computed (i.e. for every pulse and every time steps). Counting all points outside the confidence limits gives an estimate of the accuracy of the analysed signals. The counting is made separately for the two kinds of linear and non-linear correlations.

6.1. CORRELATIONS OVER THE WHOLE DISCHARGE
The results of the analysis on the whole discharge are presented in graphical form in this subsection to provide a more intuitive interpretation of the results. The accuracy of the coils and the gaps are quantified by counting results of the non-linear local $\Phi_{\varepsilon/\eta}$ (squared residuals versus outputs & residuals) and $\Phi_{u/\eta}$ (squared inputs versus outputs & residuals) correlation tests, explained in subsection 5.1.

It is interesting to note in the figures related to $\Phi_{\varepsilon/\eta}$ correlation that the best reconstructed coils (in blue) are exclusively gathered in the divertor region. This may be due to the higher number of coils in this part of the vessel. Furthermore, the coils in the inner part of the vessel (on the left in the figures) seem better reconstructed to the point of view of the correlation method than the outer part, and this tendency can also be seen in the divertor region.

The gaps also follow the previous mentioned trend, and are better reconstructed in the inner part of the vessel. However, there is no clear trend around the divertor region.

The results related to the $\Phi_{u/\eta}$ correlations at steady-state are slightly different from the results on the whole discharge. The best correlated coils (in blue) don not lie only in the divertor region, as some appear in the other parts of the vessel. The inner part of the vessel still seems to be better reconstructed, but a few exceptions are found.

Finally, the gaps also are better reconstructed in the inner part of the vessel, but other exceptions appear.

6.2. CORRELATIONS AT STEADY-STATE
The results of the analysis at steady-state are also presented in graphical form in this section. The accuracy of the coils and the gaps are quantified by the counting results of the non-linear local $\Phi_{\varepsilon/\eta}$ (squared residuals versus outputs & residuals) and $\Phi_{u/\eta}$ (squared inputs versus outputs & residuals) correlation tests.

The results related to the $\Phi_{\varepsilon/\eta}$ correlations at steady-state are slightly different from the results on the whole discharge. The best correlated coils (in blue) don not lie only in the divertor region, as some appear in the other parts of the vessel. The inner part of the vessel still seems to be better reconstructed, but a few exceptions are found.

Finally, the gaps are also better reconstructed in the inner part of the vessel, but other exceptions appear.
The results for the $\Phi_{\alpha\eta}$ correlations at steady-state show no new trends: the same differences can be found compared to the study related to the whole discharge.

**6.3. ERROR DISTRIBUTION ANALYSIS**

To help in interpreting the results of the previous sections, a graphical presentation of the average absolute errors of the coils and the gaps is reported in figures 22 and 23.

It is interesting to note in these figures that the coils with the lower average error are gathered at the top and the bottom (divertor region) of the vessel, which can be compared to the better correlation results of the previous analysis in the divertor region. In general, apart from the case of the coils below the divertor, there is a clear trend of the accuracy being better for coils located closer to the plasma. The gaps with the lowest average error also lie around the divertor, in the bottom part of the wall. This is a consequence of the higher quality of the reconstructions of the coils in the divertor. However, there is no clear trend between the spatial distributions of the average absolute errors and the correlations, as the coils on the inner part of the vessel do not seem to be better reconstructed. This illustrates a clear potential of the analysis method based on the residuals. Having a look simply at the absolute values of the errors or even at their global error distributions can be misleading. Coils with relatively low absolute errors can still present very high autocorrelations of the residuals, showing that their reconstruction can be of significantly lower quality than what can be assumed on the basis of the simple absolute errors.

**CONCLUSIONS AND FURTHER DEVELOPMENTS**

The quality of the magnetic field reconstruction is an essential factor in present day Tokamak experiments and its relevance is expected to further increase in the next years. On JET for example, various experiments, such as the vertical kicks for ELM control, are requiring more sophisticated equilibrium reconstructions. Moreover, new experimental programmes, such as the studies of the field ripple effects or the ergodization of the field for ELM mitigation, introduce 3-D effects which will have to be properly modelled. For all these reasons, a more thorough validation of the equilibrium reconstructions is considered appropriate. In this paper, a first systematic analysis of JET reconstructions has been presented, considering a validated database of 121 discharges.

The errors in the reconstructions of the pick-up coil measurements can be significant, reaching typically the order of more than 1 mT. In relative terms these errors are therefore of the order of several percent and can reach more than 10%. The majority of the coils have a distribution function of the residuals which is multimodal. The analysis of the residual correlations confirms that these errors cannot be accounted for by the simple noise in the measurements. A systematic analysis shows that most points of the correlation functions are outside the confidence boundaries. Indeed, on the whole discharge, the coils present in general between 60% and 80% of points outside the confidence boundaries. There is no clear relation between the results of the correlation counting and the shape of the error distribution curves, except that the few best correlated coils are always monomodal. The correlation tests at steady-state show that the reconstructions seem to be more
accurate on this part of the discharge. Indeed, there are about 10% less points outside the confidence boundaries, and the coils present between 50% and 70% of points outside this confidence interval. It has also been noticed that the best correlated coils on the steady-state are mostly monomodal but overall the statistical analysis at steady-state confirms the problems in the reconstruction quality. With regard to the reconstruction of the gaps, a positive aspect of the performed analysis is that the errors in the magnetic field measurements do not seem to affect too much the determination of the plasma boundary. The regions of the poloidal cross section with poorer reconstructions of the pickup coils are also affected by higher errors in the plasma wall distances provided by the reconstructions but the absolute values of these errors are normally of the order of 1 cm and in any case not higher than 2.5 cm. On the other hand the correlations of the residuals reveal the presence of significant inadequacies of the model also for these quantities.

To summarise the general overview of the results of the error analysis, it seems fair to say that the reconstructions of the magnetic fields obtained at JET with EFIT are quite adequate for the control of the boundary. On the other hand they seem to present significant statistical errors which have to be carefully taken into account when performing detailed studies of the physics.

Since the statistical analysis described illustrates clearly that the quality of the magnetic reconstruction at JET is not limited by noise but that other problems are present, the obvious next step consists of trying to identify the probable main causes of the inadequacies. In this respect, it has been investigated to what extent the detected errors in the reconstructions could be attributed to the pickup coil measurements but with quite negative results. First of all the toroidal field compensation seems to be OK, since there is absolutely no trend of the residuals to increase with the amplitude of the toroidal field. Moreover the global distributions of the residuals have amplitudes and shapes which are not easily interpretable in terms of systematic errors in the measurements (large amplitudes, multimodal distributions, etc.). The correlation analysis also does not give any clear indication that systematic errors in the measurements play a significant role. The analysis of the cross correlations between the various coils, performed extensively with the plots of the type presented in figure 11 and with quantitative estimators, shows clearly that these cross correlations change too much not only between shots but even during the same discharge to be easily attributed to systematic effects in the measurements. Therefore the logical heuristic conclusion is to assume that the main inadequacies reside in the model solved by EFIT and try to make improvements in that direction. The fact that EFIT could introduce some significant errors in the reconstruction of the magnetic fields has also been obtained by a recent analysis of the polarimetric measurements [8]. Again a systematic analysis of the quantities required to model the propagation of a laser beam in JET plasmas has shown that the residuals of the polarimetric measurements are correlated mainly with the magnetic topology and not with the other inputs. This again indicates that improving the EFIT model is probably the right way to go in order to increase the quality of the magnetic reconstruction at JET.

An interesting final point to note, for both the pickup coils and the residuals, is the tendency of the autocorrelations of the residuals to be better on the inner part of the vessel, whereas they are
worse in that part of the machines when the absolute values of the errors are considered. This can be interpreted as an effect of the poor modelling of the iron in EFIT. As a consequence, when the absolute values of the reconstruction errors are considered, the situation appears clearly worse near the iron. On the other hand, when the correlations of the residuals are considered, in which the average errors are subtracted, the coils on the high filed side being closer to the plasma are typically better reconstructed since the systematic bias due to the iron does not play a role anymore.

With regard to future investigations, the next logical step would be to determine the effects of the internal measurements of the field on the quality of the reconstructions. Unfortunately on JET, particularly during the H mode phase of the discharges, not enough measurements of the Motional Stark Effect diagnostic are available to perform a residual analysis of statistical relevance. In any case, the preliminary indication, obtained analysing a very small subset of discharges, does not seem to change the conclusions obtained for EFIT with only the pickup magnetic measurements as inputs. This point on the other hand will require a more systematic analysis and, in order to obtain enough data, it is planned to use the polarimetric signals, which have been recently calibrated with a new technique [9]. To further assess the effects of the systematic errors in the measurements on the quality of the reconstructions, it would be worth repeating the same analysis reported in this paper using as inputs to EFIT sets of coils in different octants (a complete set of coils is available in JET in four different poloidal cross sections). The cross correlations between the residuals of the same coils but in different octants could really shed further light on the impact of the systematic errors in the coils. Another important further step would be to particularise the analysis and assess the equilibrium quality for the main types of scenarios run at JET. The obvious long term line of research will be the inclusion of more physical effects in the EFIT model in order to assess which could be the more relevant to improve the quality of the obtained magnetic topology.
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<table>
<thead>
<tr>
<th>Geometrical parameters used</th>
<th>XLOC name</th>
<th>EFIT name</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOG 3</td>
<td>GAP 1</td>
<td></td>
</tr>
<tr>
<td>GAP 2</td>
<td>GAP 2</td>
<td></td>
</tr>
<tr>
<td>GAP 3</td>
<td>GAP 3</td>
<td></td>
</tr>
<tr>
<td>GAP 4</td>
<td>GAP 4</td>
<td></td>
</tr>
<tr>
<td>LOG</td>
<td>GAP 5</td>
<td></td>
</tr>
<tr>
<td>GAP 6</td>
<td>GAP 6</td>
<td></td>
</tr>
<tr>
<td>GAP 7</td>
<td>GAP 7</td>
<td></td>
</tr>
<tr>
<td>ROG</td>
<td>ROG</td>
<td></td>
</tr>
<tr>
<td>RIG</td>
<td>RIG</td>
<td></td>
</tr>
<tr>
<td>ZUP</td>
<td>ZUP</td>
<td></td>
</tr>
</tbody>
</table>

*Table 1: Names of the different geometrical parameters used for comparison.*
<table>
<thead>
<tr>
<th>Coils Names</th>
<th>Error Type</th>
<th>Main peak (mT)</th>
<th>Peak 2 (mT)</th>
<th>Peak 3 (mT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CX01</td>
<td>Monomodal</td>
<td>0.5881</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CX02</td>
<td>Monomodal</td>
<td>1.6621</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CX03</td>
<td>Multimodal</td>
<td>1.2294</td>
<td>1.7734</td>
<td></td>
</tr>
<tr>
<td>CX04</td>
<td>Multimodal</td>
<td>0.6057</td>
<td>-1.5639</td>
<td></td>
</tr>
<tr>
<td>CX05</td>
<td>Multimodal</td>
<td>1.2092</td>
<td>1.7938</td>
<td>-0.3010</td>
</tr>
<tr>
<td>CX06</td>
<td>Multimodal</td>
<td>0.4518</td>
<td>0.5665</td>
<td></td>
</tr>
<tr>
<td>CX07</td>
<td>Multimodal</td>
<td>0.5214</td>
<td>0.7167</td>
<td></td>
</tr>
<tr>
<td>CX08</td>
<td>Monomodal</td>
<td>-2.3917</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CX09</td>
<td>Multimodal</td>
<td>0.8006</td>
<td>-0.2976</td>
<td>1.7847</td>
</tr>
<tr>
<td>CX10</td>
<td>Multimodal</td>
<td>-1.4826</td>
<td>-0.1995</td>
<td></td>
</tr>
<tr>
<td>CX11</td>
<td>Multimodal</td>
<td>-4.8524</td>
<td>-4.2465</td>
<td></td>
</tr>
<tr>
<td>CX12</td>
<td>Multimodal</td>
<td>-2.4747</td>
<td>-0.7090</td>
<td></td>
</tr>
<tr>
<td>CX13</td>
<td>Monomodal</td>
<td>-1.8156</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CX14</td>
<td>Multimodal</td>
<td>4.0480</td>
<td>6.0570</td>
<td>9.8166</td>
</tr>
<tr>
<td>CX15</td>
<td>Multimodal</td>
<td>-4.5543</td>
<td>-3.4489</td>
<td>-1.4591</td>
</tr>
<tr>
<td>CX16</td>
<td>Multimodal</td>
<td>3.2218</td>
<td>2.5579</td>
<td>4.5268</td>
</tr>
<tr>
<td>CX17</td>
<td>Multimodal</td>
<td>0.7309</td>
<td>2.1844</td>
<td></td>
</tr>
<tr>
<td>CX18</td>
<td>Multimodal</td>
<td>1.7228</td>
<td>0.6527</td>
<td>3.6223</td>
</tr>
<tr>
<td>TP201</td>
<td>Multimodal</td>
<td>-4.2055</td>
<td>-8.0685</td>
<td>-1.5344</td>
</tr>
<tr>
<td>TP202</td>
<td>Multimodal</td>
<td>-3.8912</td>
<td>-7.1920</td>
<td>-1.2244</td>
</tr>
<tr>
<td>TP203</td>
<td>Multimodal</td>
<td>-1.4188</td>
<td>-3.3772</td>
<td></td>
</tr>
<tr>
<td>TP204</td>
<td>Multimodal</td>
<td>3.3198</td>
<td>4.4653</td>
<td></td>
</tr>
<tr>
<td>TP206</td>
<td>Multimodal</td>
<td>-5.4410</td>
<td>-4.5307</td>
<td>-8.4849</td>
</tr>
<tr>
<td>TP208</td>
<td>Monomodal</td>
<td>1.1650</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP210</td>
<td>Multimodal</td>
<td>2.3122</td>
<td>-0.8496</td>
<td></td>
</tr>
<tr>
<td>TP211</td>
<td>Monomodal</td>
<td>3.1756</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN201</td>
<td>Monomodal</td>
<td>-3.8071</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN202</td>
<td>Monomodal</td>
<td>-0.9784</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN203</td>
<td>Multimodal</td>
<td>-5.2969</td>
<td>-4.4932</td>
<td>-1.9672</td>
</tr>
<tr>
<td>TN204</td>
<td>Multimodal</td>
<td>-6.1022</td>
<td>-3.7840</td>
<td>-1.5762</td>
</tr>
<tr>
<td>TN210</td>
<td>Monomodal</td>
<td>-0.7875</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN211</td>
<td>Monomodal</td>
<td>1.1820</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P801B</td>
<td>Monomodal</td>
<td>1.3766</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P802B</td>
<td>Multimodal</td>
<td>-3.0389</td>
<td>-3.7294</td>
<td>-4.6962</td>
</tr>
<tr>
<td>P803B</td>
<td>Multimodal</td>
<td>-3.4691</td>
<td>-2.1090</td>
<td>-4.4153</td>
</tr>
<tr>
<td>P805B</td>
<td>Multimodal</td>
<td>-0.3809</td>
<td>-2.5358</td>
<td></td>
</tr>
<tr>
<td>I802</td>
<td>Multimodal</td>
<td>1.7648</td>
<td>4.5829</td>
<td></td>
</tr>
<tr>
<td>I803</td>
<td>Multimodal</td>
<td>2.4573</td>
<td>1.2817</td>
<td></td>
</tr>
<tr>
<td>TP131</td>
<td>Multimodal</td>
<td>-1.5936</td>
<td>-5.5128</td>
<td></td>
</tr>
<tr>
<td>TP132</td>
<td>Multimodal</td>
<td>-0.8075</td>
<td>-4.4183</td>
<td></td>
</tr>
<tr>
<td>TP133</td>
<td>Multimodal</td>
<td>-2.8986</td>
<td>0.4454</td>
<td>-5.6121</td>
</tr>
<tr>
<td>TP134</td>
<td>Multimodal</td>
<td>0.6689</td>
<td>-0.9907</td>
<td>-2.1316</td>
</tr>
<tr>
<td>TP135</td>
<td>Multimodal</td>
<td>4.8152</td>
<td>-0.8049</td>
<td></td>
</tr>
<tr>
<td>TP136</td>
<td>Multimodal</td>
<td>3.2525</td>
<td>-3.7031</td>
<td></td>
</tr>
<tr>
<td>TP137</td>
<td>Monomodal</td>
<td>2.2620</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN131</td>
<td>Monomodal</td>
<td>-0.0199</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN132</td>
<td>Multimodal</td>
<td>0.4806</td>
<td>1.6606</td>
<td></td>
</tr>
<tr>
<td>TN133</td>
<td>Multimodal</td>
<td>-10.2197</td>
<td>-9.0591</td>
<td></td>
</tr>
<tr>
<td>TN134</td>
<td>Multimodal</td>
<td>-5.3493</td>
<td>-3.7981</td>
<td></td>
</tr>
<tr>
<td>TN135</td>
<td>Multimodal</td>
<td>0.5161</td>
<td>-3.4405</td>
<td></td>
</tr>
<tr>
<td>TN136</td>
<td>Multimodal</td>
<td>2.6582</td>
<td>-0.6511</td>
<td></td>
</tr>
<tr>
<td>TN137</td>
<td>Monomodal</td>
<td>0.9802</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Shapes of the error distribution curves of the coils, and position of the peaks.
### Geometrical parameters: Average residuals

<table>
<thead>
<tr>
<th>Geometrical parameter</th>
<th>Average residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) GP3</td>
<td>0.00141 cm</td>
</tr>
<tr>
<td>2) ZUP</td>
<td>0.06418 cm</td>
</tr>
<tr>
<td>3) GP6</td>
<td>0.20641 cm</td>
</tr>
<tr>
<td>4) GP5/LOG</td>
<td>0.46499 cm</td>
</tr>
<tr>
<td>5) GP4</td>
<td>0.46516 cm</td>
</tr>
<tr>
<td>6) GP2</td>
<td>0.94421 cm</td>
</tr>
<tr>
<td>7) GP1/TOG3</td>
<td>1.24733 cm</td>
</tr>
<tr>
<td>8) ROG</td>
<td>1.25525 cm</td>
</tr>
<tr>
<td>9) RIG</td>
<td>1.30095 cm</td>
</tr>
<tr>
<td>10) GP7</td>
<td>2.38504 cm</td>
</tr>
</tbody>
</table>

*Table 3: Sorted means of the residuals of each geometrical parameter studied.*

### Geometrical parameters: Error types

<table>
<thead>
<tr>
<th>Geometrical parameter</th>
<th>Error type</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP3</td>
<td>Multimodal</td>
</tr>
<tr>
<td>ZUP</td>
<td>Multimodal</td>
</tr>
<tr>
<td>GP6</td>
<td>Monomodal</td>
</tr>
<tr>
<td>GP5/LOG</td>
<td>Monomodal</td>
</tr>
<tr>
<td>GP4</td>
<td>Multimodal</td>
</tr>
<tr>
<td>GP2</td>
<td>Multimodal</td>
</tr>
<tr>
<td>GP1/TOG3</td>
<td>Monomodal</td>
</tr>
<tr>
<td>ROG</td>
<td>Multimodal</td>
</tr>
<tr>
<td>RIG</td>
<td>Multimodal</td>
</tr>
<tr>
<td>GP7</td>
<td>Multimodal</td>
</tr>
</tbody>
</table>

*Table 4: Shapes of the error distribution curves of the geometrical parameters.*
Figure 1(a): Solution of the pendulum equation with (red line) and without noise (black line).

Figure 2(a): Solution of the pendulum equation using the original model plus noise (red line) and the wrong model (black line).

Figures 1(b) & (c): Non linear global correlations on the original signal. Dashed lines indicate a 95% confidence interval which corresponds to $1.96/\sqrt{N}$, where $N$ is the number of sampled points of the trajectory.

Figures 2(b) & (c): Non linear global correlations on the wrong model. Dashed lines indicate a 95% confidence interval which corresponds to $1.96/\sqrt{N}$, where $N$ is the number of sampled points of the trajectory.
Figure 3(a): Non-linear correlation between the torque term of the equation: $b \cdot \sin(\pi \cdot t)$, and the solution. Figure 3(b): Non-linear correlation between the $\gamma \cdot y$ term of the equation and the solution. Figure 3(c): Non-linear correlation between the $a \cdot \sin(y)$ term of the equation and the solution.
Figure 4: Equilibrium Magnetics: Pick-up coils and Flux Loops

Figure 5(a): Position of the gaps and the pickup coils around the first wall, divertor coils excluded. The dark blue curve represents the last closed magnetic surface of a possible plasma shape.

Figure 5(b): Position of the pickup coils in the divertor region.
**Figure 6**: First model, to test the magnetic field measurements only

**Figure 7**: Second model, to test the geometrical parameters data

**Figure 8(a)**: Monomodal error type (Coil TN211)

**Figure 8(b)**: Multimodal error type (Coil TP203)

**Figure 8(c)**: Relative error distribution

**Figure 8(d)**: Relative error distribution
Figure 8(e): Monomodal error type (GAP/LOG)

Figure 8(f): Multimodal error type (GAP7)

Figure 8(g): Relative error distribution (GAP5/LOG)

Figure 8(h): Relative error distribution (GAP7)
Figure 9(a): Position of the gaps and the pickup coils around the first wall, divertor coils excluded. The green elements present a monomodal error distribution, while the red elements present a multimodal error distribution. The dark blue curve represents the last closed magnetic surface of a possible plasma shape.

Figure 9(b): Position of the pickup coils in the divertor region. The green coils present a monomodal error type, while the red coils presents a multimodal error distribution.
Figure 10(a): The global auto-correlation of the residuals of Pulse No: 68671 is mostly outside the 95% confidence interval. Figure 10(b): The global cross-correlation between inputs and residuals of Pulse No: 68671 is also mostly outside the 95% confidence interval. Figure 10(c): The auto-correlation of the residuals of Pulse No: 72818 is outside the 95% confidence boundaries. Figure 10(d): However, for some rare pulses such as Pulse No: 72818, the global cross-correlation is mostly inside the confidence limits.
Figure 11(a): $t = 0s$

Figure 11(b): $t = 9.2872s$
Figure 12(a): The global non-linear $\phi \eta$ correlation of Pulse No: 68671 is mostly outside the 95% confidence interval. Figure 12(b): The global non-linear $\phi \theta \eta$ correlation is also mostly outside the 95% confidence interval. Moreover, the initial theoretical constant for this correlation is not plotted here as it yields: 4.51

Figure 13(a): $t = 0s$
Figure 13(b): \( t = 9.2872 \)s

Figure 14: Accuracy of the gaps and the pickup coils around the first wall, divertor coils excluded.
Figure 15: Accuracy of the pickup coils in the divertor.

Figure 16: Accuracy of the gaps and the pickup coils around the first wall, divertor coils excluded.

Figure 17: Accuracy of the pickup coils in the divertor.
Figure 18: Accuracy of the gaps and the pickup coils around the first wall, divertor coils excluded.

Figure 19: Accuracy of the pickup coils in the divertor.

Figure 20: Accuracy of the gaps and the pickup coils around the first wall, divertor coils excluded.

Figure 21: Accuracy of the pickup coils in the divertor.
Figure 22: Average error of the gaps and the pickup coils around the first wall, divertor coils excluded.

Figure 23: Average error of the gaps and the pickup coils around the first wall, divertor coils excluded.